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Resolving the Vergence-Accommodation
Conflict in Head Mounted Displays

A review of problem assessments, potential solutions, and evaluation methods

Gregory Kramida and Amitabh Varshney

Abstract—The vergence-accommodation conflict remains a major problem in head-mounted displays for virtual and augmented
reality (VR and AR). In this review, we discuss why this problem is pivotal for nearby tasks in VR and AR, present a comprehensive
classification of potential solutions, along with advantages and shortfalls of each category, and briefly describe various methods
that can be used to better evaluate the solutions.
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1 INTRODUCTION

The vergence-accommodation conflict (henceforth re-
ferred to as VAC), also known as accommodation-
convergence mismatch, is a well-known problem
in the realm of head(or helmet)-mounted displays
(HMDs), also referred to as head-worn displays
(HWDs) [1], and stereoscopic displays in general:
it forces the viewer’s brain to unnaturally adapt to
conflicting cues and increases fusion time of binoc-
ular imagery, while decreasing fusion accuracy [2].
This contributes to (sometimes severe) visual fatigue
(asthenopia), especially during prolonged use [3], [4],
[5], which, for some people, can even cause serious
side-effects long after cessation of using the device
[6].

The current work is a checkpoint of the current
state of the VAC problem as it relates to HMDs for
augmented reality (AR) and virtual reality (VR), and
a comprehensive listing and discussion of potential
solutions. With this review, we intend to provide solid
informational foundations on how address VAC for
any researcher working on or with HMD displays,
whether they are working on new solutions to the
problem specifically, or designing a prototype for a
related application.

In the remainder of this section we present a re-
view of publications assessing the nature of the VAC
problem and discussing its severity and importance
within different contexts. In the following Section 2,
comprising the bulk of this review, we discuss the
various display designs that attempt to solve the prob-
lem, addressing the advantages and shortfalls of each,
as well as related technology which could potentially
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help with this issue in future designs. In Section 3, we
describe the various methods and metrics that have
been proposed or applied to evaluate the effectiveness
of existing solutions. Finally, in Section 4, we identify
potential areas within the solution space that have yet
to be explored or can be improved.

1.1 The Accommodation-Vergence Conflict
The human visual system employs multiple depth
stimuli, a more complete classification of which can
be found in a survey by Reichelt et al. [5]. The same
survey finds that occulomotor cues of consistent ver-
gence and accommodation, which are, in turn, related
to retinal cues of blur and disparity, are critical to
comfortable 3D viewing experience. Retinal blur is the
actual visual cue driving the occulomotor response
of accommodation, or adjustment of the eye’s lens to
focus on the desired depth, thus minimizing the blur.
Likewise, retinal disparity is the visual cue that drives
vergence. However, there is also a dual and parallel
feedback loop between vergence and accommodation,
and thus one becomes a secondary cue influencing
the other [4], [5], [7]. In fact, Suryakumar et al. in
[8] measure both vergence and accommodation at the
same time during the viewing of stereoscopic imagery,
establish that accommodative response driven from
disparity and resultant vergence is the same as the
monocular response driven by retinal blur. In a re-
cent review of the topic, [6], Bando et al. summarize
some of the literature about this feedback mechanism
within the human visual cortex.

In traditional stereoscopic HMD designs, the virtual
image is focused at a fixed depth away from the
eyes, while the depth of the virtual objects, and hence
the binocular disparity, varies with the content [9],
[10], which results in conflicting information within
the vergence-accommodation feedback loops. Fig. 1
demonstrates the basic geometry of this conflict.
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Figure 1. (A) Conceptual representation of accommodation within the same eye. Light rays from far-away objects
are spread at a smaller angle, i.e. are closer to parallel, and therefore require little refraction to be focused on the
retina. Light rays from close-up objects fan out at a much greater angle, and therefore require more refraction.
The lens of the human eye can change in degree of curvature, and, therefore, its refractive index, resulting in
a change in focal distance. (B) Conceptual representation of the VAC. Virtual display plane, or focal plane, is
located at a fixed distance. The virtual objects can be located either in front or, if it is not at infinity, behind it.
Thus the disparity cue drives the eyes to verge at one distance, while the light rays coming from the virtual plane
produces retinal blur that drives the eyes to accommodate to another distance, giving rise to the conflict between
these depth cues.

The problem is not as acute in certain domains,
such as 3D TV or cinema viewing, as it is in HMDs,
so long as the content and displays both fit certain
constraints. Lambooij et. al in [4] develop a framework
of constraints for such applications, the most notable
of which in this context being that retinal disparity has
to be fall within 1◦ safety zone with the focal cues.
This indeed can be achieved in 3D cinematography,
where virtual objects are usually located at a great
depth and stereo parameters can be adjusted for each
frame prior to viewing. Precise methodologies have
been developed on how to tailor the stereo content to
achieve this [11], [12], [13], [14].

However, these constraints have to be violated
within the context of VR gaming [9], [10], [15] and
the context of AR applications [16], where content
is dynamic and interactive, and nearby objects have
to be shown for a multitude of near-point tasks, for
instance – assembly, maintenance, driving, or even
simply walking and looking around in a room.

We proceed to outline a hierarchical taxonomy of
HMD displays for AR and VR.

2 SOLUTIONS

Although the VAC problem remains generally un-
solved in modern-day commercial HMDs, researchers
have theorized about and built potential prototype
solutions since early 1990s. Since the convergence cue
in properly-configured stereo displays mostly corre-
sponds1 to natural world viewing, but the accom-
modation does not, vast majority of the effort on

1. but not entirely, due to offset between virtual camera and
pupil, as we discuss later

resolving VAC gears towards adjusting the retinal blur
cue to the virtual depth of the content.

2.1 See-through Methods

HMDs for VR are typically opaque, since they only
aim to provide an immersive visual of the virtual
environment (VE)2. For AR, the displays fall into
two general categories, optical see-through (OST) and
video see-through (VST). Optical see-through systems
let through or optically propagate light rays from the
real world and use beamsplitters to combine them
with virtual imagery. Video see-through displays cap-
ture video of the real world and digitally combine
it with virtual imagery before re-displaying it to the
user. Refer to Table 1 for a comparison of these
two methods. Most of the solutions we describe are
applicable to both opaque and see-through HMDs,
although not all can be as easily integrated into OST
as they may be into VST displays.

2.2 3D Display Principles

Independently from the see-through method, HMDs
can be distinguished based on where they fall on the
“extent of presence” axis of the taxonomy for mixed
reality displays developed by Milgram and Kishino
[19]. HMDs span the range including monoscopic,
stereoscopic, and multiscopic displays. We leave out
monoscopic heads-up displays from further discus-
sion, since these cannot be used for VR or AR in

2. Although it has been suggested to optionally display a mini-
fied video-feed of the outside world to prevent the user from
running into real obstacles while exploring VEs
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Advantages Drawbacks

OST

provide good peripheral vision and low distortion of
the world

difficult to make virtual objects occlude the world

impose no lag on world imagery involve complex optical paths: design and fabrication
are complex

imaging point may remain at the pupil latency between seeing the world and registration for /
rendering of virtual content

no resolution loss for world imagery mismatch between focal distance of real and virtual
objects is more apparent

VST

easy to make virtual objects occlude world objects in
video feed

prone to distort world imagery, esp. in the periphery

basic designs have fewer optical elements and are cheap
and easy to manufacture

impose lag on all content due to video capture, process-
ing, and rendering

no latency between world imagery and virtual objects displacement between cameras and pupils contributes
to misjudgement of depth and disorientation
resolution and/or FOV loss for world imagery

Table 1
Comparison of optical see-through (OST) and video see-through (VST) HMDs, based on [1], [17], and [18]

the classical sense (as they cannot facilitate immer-
sive 3D[20]) and are irrelevant to the VAC problem.
Stereoscopic displays capitalize on rendering a pair of
images, one for each eye, with a disparity between
the two views to facilitate stereo parallax. Multiscopic
displays show multiple viewing angles of the 3D
scene to each eye. These circumvent VAC in HMDs
by rebuilding the entire light field, but introduce other
problems.

We base our design classification from these two
categories as they tend to address VAC in funda-
mentally different ways, and further subdivide both
branches using the underlying hardware operating
principle. Designs from both categories can also be
classified based on whether the views are time-
multiplexed or space-multiplexed. Please refer to Fig.
2 for the full hierarchical representation of our classi-
fication. We proceed to describe the designs in each
hardware category in more detail.

2.3 Stereoscopic Displays

Each stereoscopic display method can be described as
either multifocal or varifocal, although in certain cases
the two techniques can be combined. Varifocal designs
involve adjustable optics which are able to modify the
focal depth of the entire view. Multifocal designs, on
the other hand, split the view for each eye image into
regions based on the depth of the objects within, and
display each region on at a separate, fixed focal depth.

Many earlier varifocal display prototypes were built
as a proof-of-concept, and could display only simplis-
tic images, often just simple line patterns or wireframe
primitives. These either forced the focus information
to correspond to the vergence at a single object, or
provided some manual input capability to the user to
manipulate the X and Y coordinate of the focal point,
which in turn would tell the system which object to
bring into focus.

Just prior to the turn of the century, multifo-
cal designs with physical display stacks were con-
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Figure 2. Classification tree of various display designs
relevant to HMDs that have shown potential in resolv-
ing VAC.

ceived, which to the present day feature solely space-
multiplexed focal planes with concurrent output with
the exception of [21], which is multiplexed in both
space and time. The central idea in those is to display
simultaneously on multiple planes at progressively
greater focal depths, thus emulating a volume rather
than a single image, naturally circumventing VAC.
Afterwards, there was an effort to improve and adapt
varifocal designs as well to display different images
at fixed depth planes in a time-multiplexed fashion.
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Figure 3. Optics of a simple magnifier. We use this notation for the terms to maintain consistency and to
avoid conflicts with other notations. Subscripts e,i,l, and s represent “eye”, “(virtual) image”, “lens”, and “screen”
respectively, so terms such as dil explicitly denote “distance from image to lens”, and wl denotes “width of lens.”
The only exception is we, which stands for the width of the eye box. f represents focal length of the lens; t
represents either the thickness of the display stack (in case of display stack designs) or the range of motion of
the relay lens (in case of sliding optics designs); M represents the magnification factor from the screen or relay
lens to the virtual image.

Both multifocal and varifocal designs can be de-
scribed by the optics of a simple magnifier. We estab-
lish the notation framework for this in Fig. 3. There
exists a common classification which splits optical
designs of HMDs into pupil-forming and non-pupil-
forming [1], [22], [23]. The simple magnifier embod-
ies all non-pupil-forming designs. The only relevant
difference pupil-forming displays have is that they
magnify an intermediary image (or a series of such)
before relaying, or projecting it, to the final exit pupil.
The primary benefit of simple magnifier is that it
requires the fewest optical elements, and therefore is
relatively light, easy to design, and cheap to man-
ufacture. The primary benefit of the more complex
projection systems is that the optical pathway can
be wrapped around the head, increasing the optical
path length, providing better correction of optical
aberrations. For the purposes of this article, it suffices
to say that the principles for dealing with VAC as
described using the simple magnifier schematics can
be applied just as easily to pupil-forming designs by
simply replacing the screen with the previous element
in the optical path.

2.3.1 Sliding Optics
The first experimentally-implemented solution of a
varifocal display with mechanically-adjustable focus
was that of Shiwa et al. in [24]. In their design, a
CRT displayed stereoscopic images for both eyes in
two separate sections. Relay lenses were placed in
the optical paths between the exit lenses and the
corresponding sections of the screen. The relay lenses
had the ability to slide back and forth along the
optical path, driven by a stepper motor. The authors
observe that if the viewer’s eyes are located at the
focal distance ( del = f ), when the relay lenses are
moved, the angular FOV(a) remains constant, while
the focal distance to the virtual image (dei) changes 3.

The authors suggest that gaze detection should be
integrated to determine the exact point, and therefore
depth, of the objects being viewed. However, for
the purposes of the experiment, their implementation
assumed a focal point at the center of the screen and
provided manual (mouse/key) controls to move it.
Based on the depth of the virtual object at this point,
the relay lens for each eye would move along the
optical axis, focusing the image at a different distance.

3. See Appendix A for mathematical justification
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The authors rely on the specifications of the op-
tometer developed in [25]4 to determine that the
speed of relay lens movement. They measure that
the mechanism takes less than 0.3 seconds to change
from 20 cm to 10 m focal plane distance (5 and 0.1
diopters respectively), which they conclude is fast
enough to keep up with eye accommodation. A recent
study on accommodation responses for various age
groups and lighting conditions confirms this to be true
[26]5: the youngest age group in the brightest setting
showed an average peak velocity of only 1.878±0.625
diopter/sec.

Yanagisawa et al. also construct and analyze a 3D
display of similar design with an adjustable relay
lens [27]. Both systems have angular FOV below 50◦.
Shibata et al. [28], rather then changing the position
of a relay lens, change the axial position of the actual
display in relation to the exit static mono-focal lens
according to the same principle, varying focal depth
from 30 cm to 2 m (3.0 to 0.5D).

All of the above-mentioned displays with
mechanically-adjustable focus are large and
cumbersome bench systems, and thus would
require significant effort to be scaled down to be
used in portable HMDs. Since the optics for HMDs
cannot physically span the entire near range where
the VAC conflict is significantly acute, downsizing of
such designs would require additional magnification
of the virtual image.

2.3.2 Deformable Mirrors in Virtual Retinal Displays
First proposed in [29], a virtual retinal display (VRD)
projects a low-laser light beam directly into the pupil,
forming the image on the back of the retina directly
rather than on an external device, which makes it
radically different from other display technologies. In
[30], McQuaide et al. at the Human Interface Technol-
ogy Laboratory (HITLab)6 use a virtual retinal display
(VRD) in conjunction with micro-electromechanical
system (MEMS) deformable mirrors. The VRD scans
the laser light onto the deformable mirror, which
reflects it through a series of pivoting mirrors directly
into the pupil in an x-y raster pattern. In this way,
the VRD directly forms the image on the retina. The
MEMS mirror is a thin circular membrane of silicon
nitride coated with aluminum and suspended over an
electrode. The surface of the mirror changes its con-
vergence depending on how much voltage is applied
to the electrode, thus directly modifies the focus of the
laser beam, altering the required accommodation to
view the displayed objects without blur. The authors
achieve a continuous range of focal planes from 33
cm to infinity (3.0 to 0.0 D), which is later improved

4. This optometer detected accommodation to within ±0.25
diopters (1 D = 1/m) at the rate of 4.7 Hz.

5. The subjects focused from a target at 4m to a target at 70cm
away

6. www.hitl.washington.edu

to 7cm to infinity in [31]. The experiments feature a
monocular table-top proof-of-concept system which
projected very basic images (two lines), but showed
that observers’ accommodative responses coherently
matched changes in the focal stimulus demands con-
trolled by the mirror.

While deformable mirrors can be used in a varifocal
fashion, focusing on the one depth being observed,
they also can be flipped fast enough between two fo-
cal planes to create the illusion of contiguous 3D vol-
ume. Research on VRDs with deformable membrane
mirrors is continued in [32], where Schowengerdt et
al. of HITLab synchronize the membrane curvature
changes with per-frame swapping between two dif-
ferent images, thus displaying the images at different
depth simultaneously and simulating the light field.
The prototype’s depth range spans contiguously from
6.25 cm to infinity.

The claimed advantage of the VRD designs is
that they can potentially be made less bulky, since
they do not require an actual image-forming display.
However, there still needs to be a reflective surface
spanning a large area in front of the observer’s eyes
in order to project an image with a large angular FOV.

2.3.3 Liquid and Electroactive Lens Displays
The very first to use a liquid lens for dynamically
switching the perceived focus in a display were
Suyama et al. in [33]. The lens could be adjusted
to any optical power between -1.2 to +1.5 diopters
at a frame rate of 60 Hz. Another static lens was
placed between the exit pupil and the varifocal lens,
in order to keep FOV of the output image constant.
The prototype featured a single 2D display, providing
only the movement parallax without the binocular
disparity. In the experiment, simple 3D primitives
were shown, whose focal depth was controlled.

Years later, Liu and Hua build their own proof-of-
concept monocular liquid-lens varifocal prototype in
[34]. The liquid lens they used could change from -5
to +20 diopters within 74 ms (7 Hz), but they also test
the speed of several alternative lenses, with speeds up
to 9 ms (56 Hz), which approach the 60 Hz frequency.
The optics of the whole system are set up to vary
accommodation from 0 to 8 diopters (infinity to 12.5
cm). They continue their research in [35], where they
integrate the 9 ms liquid lens and have it oscillate
between two different focal planes, thus emulating a
light field at about 37.5 Hz.

One problem with the liquid lens that Liu and Hua
identify is that, during settling time of the liquid
lens when its driving signal is switched, there are
longitudinal shifts of the focal planes, which yield
minor image blur and less accurate depth represen-
tations. They hypothesize this problem can be mit-
igated by a liquid lens with a yet faster response
time. Subsequently, in [36], Liu et al. integrate their
liquid lens mechanism into an HMD. The prototype’s
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FOV spans only about 16◦ horizontally. They test it
on ten subjects and determine their error rate in a
basic depth estimation task, as well as measuring the
actual accommodation response with a near-infrared
autorefractor, concluding that their approach yields a
better accommodation cue than static optics.

A critique of the liquid lenses by Love et. al in
[21] is that a switchable-focal-plane display requires
a minimum of four states, not two, and, provided
a liquid lens frequency of 60 Hz (which lenses used
by Liu et. al do not yet achieve but target for future
research), the display could yield an maximum refresh
rate of only 12.5 Hz, and hence would produce flicker
and motion artifacts.

However, there exist other methods to adjust optical
power of a lens besides actually changing its geome-
try, as in the liquid lens. One possible alternative is the
liquid crystal electroactive lens, as also suggested by
Liu and Hua in both [34] and [36]. Such lenses consist
of a layer of liquid crystal sandwiched between two
(often planar) glass substrates [37]. The two substrates
are coated with (transparent) indium tin oxide on
sides parallel to the optical axis, and with aluminum
film on the other sides; these two materials act as
electrodes. Liquid crystal itself consists of thin rod-like
molecules. A fixed voltage is applied to the side alu-
minum electrodes, the molecules are aligned homo-
geneously parallel to the substrates. When additional
voltage is applied to the indium tin oxide electrodes,
the molecules assume a different homogeneous angle
closer to perpendicular, which varies with the voltage.
Hence, modulating the voltage on the indium oxide
changes the refractive index and therefore the optical
power.

Ye et al. demonstrate a liquid crystal lens with con-
trollable power between 0.8 and 10.7 D (from about
9 cm to 1.25 m) [37]. Li et al. develop and implement
a glasses-thin prototype of adjustable eyewear for
use by far-sighted people (presbyopes), whose optical
power varies dynamically between +1.0 and +2.0 D
[38]. A slew of research was done on prototypes of
bench autostereoscopic displays using a liquid crystal
lens arrays to control the focal depth of individual
pixels or image regions [39], [40], [41], [42], [43], [44],
[45], [46], [47]. Yet we are not aware of any work that
integrates liquid crystal lenses into HMDs in practice
or develops any theoretical framework for this.

2.3.4 Focal Plane Stacks
The concept of spatially-multiplexed multifocal de-
signs originates from a study by Rolland et al. [48],
who explore the feasibility of stacking multiple dis-
play planes, each focused at its own depth, and
rendering different images to them simultaneously.
The original idea is, at each plane, to leave those pixels
that correspond to a different depth layer transparent,
while rendering only those objects that correspond.
The viewers would then be able to naturally converge

on and accommodate to the correct depth, wherever
they look. Authors develop a mathematical model
that stipulates at what intervals to place the focal
planes (dioptric spacing), as well as requirements for
the total number of planes and pixel density of the
displays. They determine that a minimum of 14 planes
is required to achieve a focal range between 2 diopters
and infinity, with interplanar spacing at 1/7 diopters.

They also suggest that if a fixed positive lens is
positioned in front of the focal planes, physical thick-
ness of the display can be greatly reduced. Their
framework is analagous to fig. 3, so the thickness of
the resulting display stack can be expressed as:

t = f − dsl =
f2

f + dil
=

f2

f + dei − del
(1)

In the above equation, dei is the shortest depth the
viewer should be able to accommodate to, while dsl
is the offset from the lens to first screen in the stack,
which displays virtual objects at that depth. dsl can
be expressed as:

dsl =
1

1
f + 1

dil

=
fdil
f + dil

(2)

Based on these equations7, for a 30 mm focal length,
25 cm closest viewing distance, and 25 mm eye relief,
dsl would be approx. 26.5 mm and the stack thickness
t would be approx. 3.5 mm, resulting in an overall
minimum display thickness of about 3 cm. Authors
proceed to derive the resolution requirements for
such displays and conclude they can be built using
contemporary technology.

However, as [36] points out, a practical application
of this method is still challenging, since no display
material known to date has enough transmittance to
allow light to pass through such a thick stack of
screens. Akeley et al. are the first to address this
challenge in [49]. They design and build a prototype
with only three focal planes per eye, all projected
to via beamsplitters and mirrors from 6 viewports
rendered on a single high-resolution LCD monitor.
Their main contribution is a depth filtering algorithm,
which they use to vary pixel intensity linearly with
the difference between their virtual depth and the
depth of the actual plane on which they are shown,
thus emulating the light field in between the viewing
planes. Although this prototype shows that sparse
display stacks can be effectively used, it is still a large,
immobile table-top machine, and needs to be scaled
down to be used as an HMD.

After developing the liquid lens HMD, Liu and
Hua switch gears and also come up with an elabo-
rate theoretical framework for using specifically sparse
display stacks in HMDs in [50], coining term depth-
fused 3D displays (DFD) for any display with depth

7. See appendix B for detailed derivations of these equations,
which not given in the original source
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blending. There are two major points their framework
addresses: (1) the dioptric spacing between adjacent
focal planes, now different from Akeley’s model in
that it is based on depth-of-field rather than stereoacu-
ity, and (2) the depth-weighted blending function to
render a continuous volume (also referred to as depth
filtering). They develop their own depth blending
model, different from the one described by Akeley in
[49].

In a later work, Ravikumar et al. analyze both of
these blending models, and find that Akeley’s linear
model is theoretically better based on contrast and
effectiveness in correctly driving accommodation cues
[51]. MacKenzie et al. [52] experimentally establish
requirements for plane separation in display stacks
with depth blending: a 8/9 D separation, yielding a
minimum of five planes for a depth range from 28 cm
to infinity (32/9 to 0 D). They also note that contrast
(and, therefore, sharpness) is attenuated due to one
or more planes between the eye and the target being
defocused, an effect present even at 8/9 D and more
drastic at larger plane separations. This is an inherent
flaw in all multifocal systems, which causes rendered
objects to always appear different from and less sharp
than naturally-observed objects.

2.3.5 Birefringent Lenses
Love et al. in [21] build a similar display to that of
Akeley et al., but their design is time-multiplexed
using light polarization. They used two birefringent
lenses out of calcite interspersed with polarization
switches. They take advantage of the fact that, while
calcite is highly transparent, birefringent lenses have
two different indices of refraction, one for light po-
larized along one crystalline axis and another for the
light polarized along the orthogonal axis. Thus, for
light with different polarization, the lenses would
have different optical power, and focus to planes at
different distances. This way, the setup features only
two lenses, but projects to four different depths. They
use the shutter technique for switching between vol-
umetric slices of images with different polarization,
and achieve a frame-rate of 45 Hz using two CRT
monitors, one for each eye. The design demonstrates
superior transmittance between focal planes. How-
ever, the prototype is still not small enough to be used
as an HMD.

2.3.6 Freeform Waveguides
Our eyes do not come retrofitted within threaded
circular nests. If that were the case, designing a light-
weight, super-compact, wide-FOV HMD with conic
optics would be trivial. Hence, although stacked dis-
play designs with conic optics can be said to have
“evolved” into freeform optics displays, as Rolland
and Thompson semi-humorously note in [53], the
advent of automatic fabrication of surfaces under
computer numerical control (CNC) in the past two

decades constitutes a revolution in HMD designs
and other optics applications. Indeed, freeform op-
tics provide HMD researchers with a much greater
freedom and flexibility than they had with conven-
tional rotationally-symmetric surfaces. We first pro-
vide some historical context about freeform optics in
HMDs as the precursor of resulting VAC solutions.

We suppose that the time and place at which
freeform optics started to heavily affect HMD designs,
especially optical see-through HMDs, would be just
after the beginning of this century, at the Optical Diag-
nostics and Applications Laboratory (the O.D.A. Lab)
of Rochester University, headed by the mentioned
Rolland. In [54], Cakmakci et. al target eyeglasses
form factor and see-through operational principle as
the primary display in wearable computing in the
future. They put forth a set of optical and ergonomic
requirements for such a display. They also propose
a prototype, minimizing the number of optical ele-
ments. They capitalize on the original idea in a patent
by Bettinger [55] by placing the actual microdisplay
off the optical axis. To achieve this, they still propose
a radially symmetrical lens, but in conjunction with
a freeform mirror to guide the light to the exit pupil.
They publish the particulars of the fabrication process
in [56]. The prototype has a monocular 27◦ x 10◦ FOV,
640 x 480 pixel display, and a fixed focal length of
32mm. The Cakmakci et al. evaluate their design in
[57] and [58] and discuss how Gaussian Radial Basis
Functions (RBFs) yield an advantage over Zernike
polynomials and anamorphic spheres when used to
optimize surfaces for freeform optics with potentially
non-circular apertures. In [59], Kaya et al. describe
a method for determining the number of basis in
RBFs required to achieve desired accuracy for optics
applications.

Cheng et al. building on earlier work at the O.D.A.
lab, propose to use tiled freeform prisms for a binoc-
ular optical see-through HMD prototype to achieve a
much wider FOV, 56◦ x 45◦ per eye, or, potentially,
a 119◦ x 56◦ total binocular resolution [60]. We note
that Hua, presently of University of Arizona, who
earlier collaborated with Liu on [34], [36], and [50],
was one of the authors. Two years later in [61], most
of the same researchers publish the particulars of the
fabrication process and evaluation of the resulting
prototype. In parallel, Chunyu et al. under direction
of Dr. Hua, modify the design such that, theoretically,
it can display opaque virtual imagery even in outdoor
environments. Meanwhile, Cheng et al. advance the
design to actually stack the freeform prisms, thereby
proposing a spatially-multiplexed multifocal display
and addressing the VAC [62].

One critique of using the tiled freeform prism ap-
proach is that it is still much bulkier than ordinary
eyeglasses [63]. For instance, the design in [60] could
not be made thinner than 1.7 cm. Part of the problem
is that, if freeform prisms are used guide the digital
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imagery, additional prisms are required in order to
undistort the light coming in from the environment.
Another problem is that depth-blended multifocal
designs with freeform waveguides are still prone to
the contrast and sharpness loss problem described by
MacKenzie et al. in [52].

Also, the multifocal design by Cheng et al. only
features two focal planes, separated by 0.6 D, yielding
a range from 1.25 to 5m. While separation adheres
to the prescribed formula, not being able to accom-
modate within 1.25 meters possibly inhibits any tasks
involving hand manipulation, although the amount
of visual discomfort resulting from this more limited
decoupling of vergence and accommodation has yet
to be empirically measured. Adding more focal planes
would also increase the number of needed lenses and
the thickness of the display, while spreading the focal
planes farther apart will impose critical contrast loss.

2.4 Multiscopic Displays
Recently, multiscopic displays (also referred to as compu-
tational displays, and light field displays) have emerged
as a prominent research direction within the HMD
context. The underlying principle these displays use
is called integral imaging, which involves generating
multiple light rays from the same point in the scene
such that they intersect within the eye at different
perceived depths, thereby emulating a contiguous light
field within the eye. The only time-multiplexed mul-
tiscopic HMD design known to date relies on high-
update-frequency display elements and a galvanome-
ter to generate the needed rays. In contrast, the
spatially-multiplexed multiscopic designs achieve this
using fine arrays (or layers of arrays) of microscopic
optical elements, such as spatial light modulators,
microlenses, and/or point light sources (“pinlights”).

2.4.1 Multiview Retinal Displays
In [64], Kim et al. build and analyze an HMD pro-
totype that uses a rotating galvanometer scanner
synchronized to a digital micromirror display8 panel
alternating between 26 slightly-different viewpoints
of the scene. They use a galvanometer to change the
angle at which rays from the display fall on a relay
lens for each viewpoint, which then propagates the
rays through the observer’s pupil onto the retina.

The resulting views are called elemental images [65].
Displays using this technique are often referred to
as multiview displays [66]. We discuss this technique
in greater detail below. Kim et al. analyze the light
field produced by their system by placing a camera at
eye’s location and recording a 3D sequence of moving
lines shown by their display, and conclude that focal
cues produced are good enough to control the eye’s
accommodative response.

8. Digital micromirrors are a type of spatial light modulators used
in digital light processing (DLP). Their main advantage is really
high update frequency.

2.4.2 Microlens Arrays
Lanman and Luebke at Nvidia Research come up
with their own computational display prototype using
a microlens array to magnify the image produced
by an OLED screen [67]. They subdivide the screen
into multiple tiles, each showing the same 3D scene,
but projected slightly off-axis in all but the central
view. Due to the need for overlap between views, this
greatly reduces the spatial resolution of the display9.
Instead of a single magnifier lens, they use a sheet of
microscopic lenses, such that each lens magnifies its
own tile, thereby forming a super-multiview display.

Fig. 4 shows the principle operating behind this
display. Rays from the same point in the virtual
scene are relayed by multiple lenses into different
locations on the pupil. The spread of these rays on
the pupil varies with the offset of the point from
one display section to the other. Rays from closer
objects have a wider spread, while rays from more
distant objects are closer to parallel, mimicking the
natural viewing situation. Due to the small size of
each lens, the circle of confusion for a ray bundle
coming from each lens, denoted by c, is smaller than
the eye resolution, so long as the virtual objects stay
within range requirements. At the same time, the
circle of confusion c′, generated by ray bundles from
multiple lenses, emulates retinal blur. Hence, the eye
tends to accommodate to objects within the virtual
scene rather than the virtual image plane, but at a
great expense to spatial resolution, which, the authors
believe, may soon become acceptable given current
technology trends. However, increasing resolution of
the display also means increasing microlens density,
which, in turn, causes increased diffraction and un-
wanted blur.

Another drawback of this design is that it may only
support the video-see-through operational model,
since microlenses would distort natural light and
the display would effectively block it. Song et. al
address this in [68], proposing an optical see-through
design using either microlenses or pinholes together
with pair of freeform prisms. The first prism guides
light rays from the optical micro-structures, which
are located off to the side, while the second prism
compensates for distortion of light rays from the
environment. This design, however, suffers from the
same excessive thickness problem as [60] and [62].

2.4.3 Parallax Barriers
Parallax-barrier multiscopic displays have recently
been adapted for usage in HMDs by Maimone et
al. in [63]. They use multiple layers of spatial light
modulators placed between the display and the eye.
The stack acts as a parallax barrier, where light rays
are modulated spatially and angularly as they pass

9. The physical 1280x720 pixel OLED display of the prototype
yielded an effective spatial resolution of 146x78



9

c
virtual objects and rays c'eye 

lens 

retinaelemental displays

microlens array

Figure 4. Conceptual diagram of a microlens head-mounted display. Eye is focused on the corner of the virtual
blue box, while the green sphere appears out-of-focus.

through and reach the eye. The sums of perceived
light ray intensities are synthesized at precise loca-
tions on the pupil, such that the eye accommodates
naturally to the depth of the displayed virtual object
and its representation comes into focus on the retina.

Due to resolution, display update frequency, and
layer density limitations, each ray in the light field
cannot physically be synthesized accurately. Rather
than trying to replicate the exact original light field,
Maimone et al. come up with what they call retinal
optimization. They constrain groups of rays falling at
the same spot on the pupil by the perceived sum
of their intensities. They note that exact retinal op-
timization would require knowledge of the eye lens’
focus in order to determine where rays will fall on
the retina. Instead of determining the state of the
lens, they perform the optimization as if the eye is
simultaneously focused on each object in the scene,
at expense to retinal blur quality.

Another setback is that ray generation for each layer
at each time step is performed using compressive opti-
mization, a process in which random noise, different
at each layer, is inherent in the output. The simple
solution is to let noise produced at each modulator
layer to cancel out in the final image. This works to a
degree, but the resulting image still comes out slightly
blurred, in part due to diffraction of the light as it
comes through the barrier. Another problem is that
of pure computational efficiency: the optimization
performance Maimone et al. use, specifically, content-
adaptive parallax barriers [69], takes a few minutes
for a single image. However, they note that faster
methods have been proposed, such as the adaptive
sampling framework developed by Heide et. al in [70],
which uses only 3.82% of the rays in the full target
light field.

The prototype display assumes there is no relative
motion between the pupil and the display. In a natural
setting where the gaze direction is unconstrained, in
order to synthesize the light-field correctly at each
instance, eye tracking would have to be integrated
into the HMD. We discuss advances in this aspect

in the following section. The performance of their
design was also constrained by the LCD panel re-
fresh rate and pixel density. The authors believe these
limitations will be alleviated by upcoming display
technology.

Maimone et. al test their prototype display by sub-
stituting the eye with a camera and conclude that the
design has both promising occlusion quality and the
generated image appears mostly in focus when focal
distance of the camera corresponds to the depth for
which the image was optimized.

2.4.4 Pinlight Displays
Maimone and Lanman combine their efforts in [71]
to tackle these problems. They design and fabricate
a pinlight head-mounted display, which also uses a
form of integral imaging, but instead of microlenses
uses a dense array of point light sources, projected
through a barrier of liquid crystal modulator arrays10,
onto the eye. The light sources are simply cavities
etched into a sheet of transparent plastic, which light
up when much coarser diodes shine light into the
plastic from the perimeter. The LCD forms elemental
images, one for each point light source, onto the eye,
thus approximating the light field. This design allows,
to some degree, to control both the amount of light
from the point light sources and the amount of natural
light from the environment that reach the eye.

Aside from optical-see-through capabilities, an ad-
vantage of this pinlight display is its compactness,
which easily allows for a wide field of view. The pro-
totype features a 110◦ FOV, never achieved before in
any optical-see-through head-mounted display, with
an eye-glasses form factor. Diffraction remains a major
problem in all of these displays, placing a hard limit
on the resolution achievable without alluding to eye
tracking for fovea-contingent display schemes.

2.5 Eye Tracking in HMDs
The previously-described stereoscopic designs project
to multiple depths (in a time- or space-multiplexed

10. essentially, an LCD panel
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fashion), emulating the light field in a discrete fashion,
in contrast to the multiscopic displays, which emulate
it in a contiguous fashion. As an alternative, it has
been theorized that the adjustable optics in the vari-
focal methods can also be gaze-driven[36],[72], adjust-
ing focus specifically to the depth of the virtual point
where the viewer looks at any given moment. Authors
of several works we discuss hypothesized about inte-
grating an eye tracker into an HMD to accomplish
this. In fact, some work has been done specifically
on designing eye-tracked HMDs (ET-HMDs [73]) in
a compact, ergonomic way, which can potentially be
used for this and other purposes. As mentioned ear-
lier, multiscopic displays could also benefit from eye-
tracking to circumvent necessity of excessive micro-
structure density, which causes aberrations due to
diffraction [67].

So far, several studies have used eye-trackers in
conjunction with emulated (software-rendered) reti-
nal blur, investigating the effects on accommodation.
Alternative stereo vergence models driven by eye-
tracking have also been explored. However, to our
knowledge, no eye-tracker-driven varifocal design has
yet been published.

In this subsection, we first cover work that has
been done to integrate Eye Tracking into HMDs,
and proceed to describe how eye tracking has been
applied to mitigate the VAC conflict.

2.5.1 Integration of Eye Tracking in HMDs
There have been early instances of integrating eye
tracking hardware into off-the-shelf VR headsets. One
such effort by Beach et. al proposed to track gaze
to provide a hands-free interface[74] to the user. In
parallel, Duchovski integrates an existing eye tracker
with a bench display, stipulating it may allow for
foveated rendering, or outputting greater detail exactly
at the users gaze point in a “just in time” fashion.
Later, Duchowski et al. integrate the ISCAN tracker
into an off-the-shelf VR HMD to train and evaluate
visual inspection of aircraft cargo bays [75]. Hayhoe
et al. use the same headset integrated with an off-the-
shelf magnetic tracker for the head and another near-
infrared (NIR) eye tracker in order to study saccadic
eye movements on subjects performing simple tasks
in virtual environments.

Vaissie and Rolland make the first efforts in design-
ing a fully-integrated eye-tracked HMD (ET-HMD)
[76], [77]. They propose that ET-HMDs can be used
to place the virtual cameras rendering virtual objects
at virtual locations that correspond to pupil locations
rather than eyeball centers of the user [78], eliminating
a convergence disparity that still plagues commercial
HMD designs today.

In [79], Hua develops a prototype of a fully-
integrated optical see-through ET-HMD using an in-
frared tracker and an ISCAN circuit board. In [80]
adapts the design to head-mounted projectiv displays

(HMPD). In [81], Hua et. al develop corneal reflection
eye-tracking methods and algorithms for ET-HMDs
which are more tolerant to slippage than the alterna-
tives. In [82], they devise the proper eye illumination
model for such tracking. David et al. in [83] design
and simulate their own ET-HMD, with the novel
feature comprising the integration of the NIR sensor
with the LCoS11 microdisplay on a single CMOS chip.

In [73] and [72], Hua et al. design and build a new
optical see-through ET-HMD prototype with the glint
tracking and illumination model in mind, but also
using freeform waveguide to direct both the optical
path of the display and the eye imaging, making
the overal desgin much more compact. It features
an 80◦ by 50◦ elliptical FOV12, with some distortion
beyond the central 50◦ area. They further refine their
design in [84].

2.5.2 Manipulating Depth Cues using Eye Tracking
Mantiuk et al. were the first to implement gaze-
dependent rendered depth-of-field (DOF) using eye
tracking. They use a commercially-available glint-
based eye tracker on a standard 22” LCD without
stereo. Their algorithm determined focal blur by rel-
ative distance between the object gazed upon and
other objects around it. Their experiment with 20 live
subjects viewing animated and static virtual envi-
ronments confirmed that the DOF effect guided by
eye movements is preferential to predefined DOF
effect. Vinnikov and Allison follow suit and test a
similar system with stereoscopic bench display on
a group of users viewing 3D scenes, and, based on
the results of a questionnaire, conclude that simu-
lated focal blur guided by eye tracking subjectively
enhances the depth effect when combined with stereo
[85]. Finally, Duchowski et. al. conduct another gaze-
contingent focal blur study with a stereo display and
binocular eye-tracker. The depth blur amount in their
system is deduced directly from vergence, i.e. from
triangulating the intersection of the gaze vectors for
each eye. Their user study concludes that gaze-driven
simulated DOF significantly reduces visual discom-
fort for people with high stereo-acuity.

Although these studies suggest that gaze-driven
rendered blur contributes to visual comfort, this kind
of blur alone has been both theoretically and experi-
mentally shown not to drive accommodation: the light
rays coming from a display focused at at a given
depth still diverge at the same angle before reaching
the eye lens [85], [86], [87]. These solutions have never
been tested in HMDs, but may guide future research
on dynamically adjusting optics for varifocal designs.

An approach to addressing VAC radically different
from ones aforementioned is that of adjusting ver-
gence to the focal plane instead of the other way

11. Liquid Crystal on Silicon
12. compare to 21.4◦ X 16.1◦ in Hua Hong’s earlier work



11

around, called dynamic stereoscopy (DS) or dynamic
convergence. A pioneering work by State et. al [88]
applies dynamic convergence to an augmented reality
HMD prototype targeting medical applications. The
prototype uses static video cameras, but dynamically
adjusts frame cropping to verge on the depth of the
central object. Authors discover that DS does in fact
mitigate VAC, but introduces another problem, which
they refer to as disparity-vergence conflict, which we
discuss below. Various DS models have been pro-
posed which rely on salience algorithms to determine
the gaze point [9], [10], [15], [89]. Fisker et al. in [90]
is the first to use eye tracking integrated into an off-
the-shelf VR HMD to do this. They actually report
increased eyestrain with their disparity adjustments
on, and proceed to improve their system to filter and
smooth the adjustments. Later in [91], Bernhard et
al. experiment with eye tracking and an autostereo-
scopic display with a similar DS model, and actually
measure fusion time of the imagery as compared to
static stereoscopy. They report improvement in fusion
times with DS only for virtual objects placed in front
of the focal plane, but no significant improvements at
or beyond it.

The major problem with DS is what State et al.
referred to as the disparity-vergence conflict: adjusting
the vergence to the focal plane means that, even
though vergence no longer conflicts with accommo-
dation, both cues now indicate the depth of the focal
plane rather than the depth of the virtual object. In
optical see-through HMDs, this model may suffer
problems due to the obvious mismatch between ver-
gence with real-world objects and virtual objects. In
video see-through displays, where the disparity of the
incoming video stream may also be adjusted (mechan-
ically or via software), further studies are required
to determine whether DS will result in misjudging
depth to real and virtual objects, although Sherstyuk’s
preliminary experiment without eye-tracking suggests
DS may improve performance in certain VR tasks on
nearby objects [89].

3 EVALUATION METHODS

We establish four general evaluation strategies to
evaluate VAC solutions: (1) subjective user studies,
(2) direct measurement of occulomotor responses (3)
measurements of physiological fatigue indicators and
(4) assessment of brain activity via such tools as EEG
or fMRI. Each has its own merits and drawbacks;
hence, a combination of several strategies is more
robust than a single strategy alone.

3.1 Subjective User Studies
User studies are widely accepted and popular as a
means to perceptually evaluate stereoscopic viewing
experience [4]. These can be subdivided into two
main types: performance-oriented, where a user’s

performance in a task using the evaluated system
serves as a measure of effectiveness of the display,
and appreciation-oriented, where the user is asked
of his/her subjective opinion of their viewing experi-
ence. Methodology for appreciation-based surveys of
stereoscopic content has been developed in [92]. For
general survey methodology, we refer the reader to
[93].

Although questionnaires are technologically less in-
volved than any of the other evaluation methods, they
are prone to all common pitfalls of subjective mea-
sures, such as user bias, problems with quantification,
limited population samples which exclude marginal
cases, and so on.

3.2 Occulomotor Response Measurements
Infrared autorefractors provide an objective and pre-
cise measurement of the accommodation response.
Despite accurate autorefractors now being widely
available in hand-held factors [94], they are still both
bulky and expensive, which sets a hurdle for their use
with HMDs. An infrared autorefractor determines the
eye lens optical power by measuring time-of-flight of
infrared light it sends through the pupil, reflected of
the inside surfaces, and returning back to its sensors,
and thus is a complex mechanism with two optical
paths (sending the beam and receiving it) separated
by a beamsplitter [95].

Takaki in [96], Shibata et. al in [28], and McQuaide
in [30], use autorefractors to measure accommodation
responses to their bench prototypes, while Liu et. al in
[36] are the only ones yet (to our knowledge) to test an
HMD prototype with an autorefractor. Day et al. use
an autorefractor to experimentally evaluate effects of
depth of field on accommodation and vergence in [86],
while MacKenzie et al. in [52] use one to accurately
measure accommodation responses of to an adjustable
depth-blended focal plane stack display similar that of
Akeley et al in [49] in various configurations, in order
to establish the focal plane number and separation
requirements for multifocal displays.

To measure vergence, one can use a binocular
eye tracker as Bernard et al. do in [91]. In [97],
Suryakumar et al. build a system with a custom
photorefractor and a binocular eye tracker to measure
vergence and accommodation to stereo imagery at
the same time, which they later apply in [8]. Various
ways of integrating eye trackers with or into HMDs
have already been discussed, but the integration of a
custom photorefractor into an HMD is a complex task,
and, to our knowledge, has not yet been attempted.
We believe it has potential to provide measurements
not only for evaluation, but also for driving varifocal
designs.

3.3 Fatigue Measurements
The drawback of directly measuring occulomotor re-
sponse alone is that it does not assess the level of



12

visual fatigue (asthenopia). While may provide indi-
cations of how close the responses are to natural view-
ing, there are other neurological and psychological
factors which may cause different individuals eliciting
the same occulomotor responses to experience differ-
ent levels of discomfort. Studies suggest measuring
blinking rate [98], heart rate and heart variability
[99], [100], and blood pressure [99], may serve as an
objective measure of fatigue during stereo viewing. In
addition, standard visual reflex timing measurements
can be taken prior to and after the experiment [101].

3.4 Brain Activity Measurements
There are yet few studies that measure brain activity
to measure fatigue caused by stereo viewing, and
virtually none that evaluate VAC-alleviating HMD
designs. Hagura and Nakajima perform a preliminary
study using fMRI13 in combination with MEG14 in
order to detect fatigue caused by viewing random-dot
stereograms [102]. More recently, Frey et al. perform
a pilot study that sheds some light on how visual
fatigue due to VAC may be measured using EEG15

[103].

4 DISCUSSION AND CONCLUSION

Head-mounted displays still have a far way to go
before they are comfortable enough to be worn by
any individual over extended periods of time. VAC
remains a major factor contributing to the discomfort,
especially for near tasks with VR or AR. We have
presented a systematic review of different potential
solutions, and now identify gaps in this body of
research.

For eyeglasses-form-factor see-through HMDs, the
two solutions that appear to have the highest poten-
tial are: (1) the under-explored eye-tracked varifocal
optics with liquid crystal lenses and (2) eye-tracked
computational displays. It also remains to be explored
whether birefringent multifocal stereo displays can
be minimized to HMD form-factor, although time-
multiplexing imposes additional taxing requirements
on the display update speed, which is already so
critical in HMDs even without it.

Waveguide stacks with more than two focal planes
are another under-explored area. Requirements for
focal plane stacks have been evaluated based on the
criteria of how closely the accommodation response
resembles actual live viewing [52], but fatigue levels
haven’t been measured for designs that don’t adhere
to the criteria.

For opaque displays, where form factor is not
that much of an issue, display stacks and retinal
scanning displays definitively represent potential so-
lutions. Retinal scanning displays with deformable

13. Functional magnetic resonance imaging
14. Magnetoencephalography
15. Electroencephalography

mirrors also have the potential to be integrated with
eye-trackers in order to dynamically adjust the focal
plane.

We anticipate that combinations of various recent
advancements, such as freeform waveguides, mi-
crolens arrays, DLP mirrors, pinlight display technol-
ogy, eye tracking, liquid crystal lenses, fiber-scanning
displays, and super-high-resolution LCoS displays,
will yield much lighter, more ergonomic designs with
greater resolution in the near future, and will also
greatly alleviate, if not eliminate, side-effects of the
VAC.
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APPENDIX A
MATHEMATICAL DERIVATIONS OF SLIDING
RELAY LENS EQUATIONS

This appendix shows how the sliding relay lens is
able to change the focal depth while maintaining a
constant FOV. Please refer to Fig. 3 for a schematic
with variables.

We begin with the Gaussian Lens formula derived
in section 5.2.3 of [104] from the thin lens equation, itself
derived directly from Snell’s Law of refraction.

1

f
=

1

dsl
− 1

dil
(3)

Simple magnification retains the proportion of the
throw distance to the size of the object along the focal
plane, hence the magnification factor can be expressed
as:

M =
wi

ws
=
dil
dsl

(4)

By rewriting eq. 3 as

dsl =
fdil
f + dil

(5)

and substituting it into 4, we arrive at:

M =
wi

ws
= 1 +

dil
f

(6)

Recall that the specified condition is that eye relief
must equal the focal depth, i.e. del = f .

This leads to:

M = 1 +
dei − del

f
= 1 +

dei − f

f
=
dei
f

(7)

In this case, angular FOV is limited by wi = Mws,
and can be expressed as:

α = 2arctan

(
Mws

2dei

)
(8)
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Figure 5. Basic layout of a magnifier as adapted from
Rolland et. al in [48]. Lm corresponds to dei in our
nomenclature, XLm is dsl, ER is del, and dx, the stack
thickness, is t. Note that the x axis is inverted relative
to direction of these vectors.

We substitute eq. 7 into eq. 8 to obtain:

α = 2arctan

(
deiws

2fdei

)
= 2arctan

(
ws

2f

)
(9)

Thus, α only depends on the width of the relay
lens and the focal distance, which are constant. On
the other hand, by rewrighting eq. 3 we obtain:

dil =
fdsl
f − dsl

, (10)

which shows that the focal distance dei varies with the
distance to the relay lens, reaching infinity at dsl = f .

APPENDIX B
MATHEMATICAL DERIVATIONS OF DISPLAY
STACK PARAMETER EQUATIONS

This appendix shows the step-by-step mathematical
derivations of the equations for display stack from
[16] and [48]. Please refer to Fig. 5 to match variable
names when consulting the original source.

The first is the imaging equation,

1

x′
=

1

x
− 1

f
, (11)

where x and x′ are distances of a single display
pane from principal plane P and of the image to
principal plane P’, respectively. x′ falls within the
range [dei, infty], while x varies within [dsl,f ], with t
representing the total span of the latter interval (see
Fig. 3).

We plug in the left (closest) limits for x′ and x:

1

dei
=

1

dsl
− 1

f
, (12)

We solve for xsl, which in this case represents the
stack distance from the lens:

dsl =
f(dil)

f + dil
(13)

In [49], the following equation for the depth of the
display stack is given:

d =
1

(n∗ + (1/14))
(m), (14)

where n∗ is the optical power of the lens and 1/14 is
the optical power of the most distant plane. In order
to tie equations 13 and 14, it is necessary to express n∗

as 1/f and replace 1/14 with 1/(Lm−ER) (since the
value of ER is very small in comparison with Lm, i.e.
about 0.25 m, Akeley et. al omit it). We thus obtain:

dsl =
1

1
f + 1

dei−del

, (15)

which can be easily rewritten as equation 13. Finally,
from 13, we obtain the equation for the stack depth:

t = f − xLm

= f − fdil
f + dil

=
f2 + fdil
f + dil

− fdil
f + dil

=
f2

f + dil

(16)
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